NOClt – a computational tool to infer the number of contributors to a forensic DNA sample
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\section*{Introduction}

DNA profiling is used to identify the perpetrator(s) of crimes when biological evidence is available. If a DNA profile is obtained, an assumption about the number of contributors to a sample is needed to compare the crime scene profile with that of a known [1]. Usually, the number of contributors to a crime scene sample is unknown and is estimated by the analyst based on the electropherogram obtained.

There are a number of issues associated with the process of creating an STR DNA profile that hinder the interpretation of a DNA profile. Stochastic effects associated with DNA extraction, the PCR process and pipetting lead to non-detection of alleles (dropout). Further, allele overlap and PCR amplification artifacts like stutter occur frequently and make it difficult to interpret low-template, mixture profiles [2-3].

Though methods to infer the number of contributors to a forensic sample exist [4-9], there are a number of issues associated with them. One of the main issues is that these methods do not use the quantitative data obtained, i.e. the heights of the peaks in the signal. Also, they do not examine effects of stutter, baseline noise or drop-out. As a result, these methods are not suitable for low template mixture interpretation.

In response to the aforementioned issues, NOClt, a computational tool that calculates the probability distribution for the number of contributors to a DNA sample was developed. In addition to using the allele frequencies, NOClt works upon the quantitative data in the signal. It accounts for dropout of alleles, the formation of stutter peaks and the propensity for the baseline noise to increase with target. It is a tool that provides statistical evaluations of the possible number of contributors by considering all known confounding factors related to PCR and instrument interferences.

This represents a study designed to investigate the ability to infer the number of contributors to complex mixtures. The results obtained from NOClt were compared to those obtained via traditional methods. Specifically, the most likely number of contributors obtained from NOClt was compared to the most likely number of contributors estimated via the allele count and Maximum Likelihood Estimator methods. The relationship between the ability to provide only one conclusion regarding the number of contributors from DNA samples containing varying masses is also discussed.

NOClt will soon be available to download as a Java application at www.bu.edu/dnanmixtures.

\section*{Materials and methods}

We used 1555 single source samples from 58 donors with known genotypes to calibrate NOClt. These samples were generated using the AmpF\textsuperscript{®}Str\textsuperscript{®} Identifier\textsuperscript{®} Plus kit developed by Applied Biosystems (Foster City, California). Samples were amplified from 7 low template DNA amounts (0.007 – 0.25ng) and injected using a 3 kV injection voltage and 3 times of injection (5, 10 and 20s). In the profiles obtained, the peaks were separated into 1 of 3 categories: True peaks (all peaks representing the alleles in the sample), Stutter peaks (all peaks in the n-4 position of True peaks) and Noise peaks (all other peaks in the signal). The heights of the peaks were modeled using the Gaussian distribution. Calibration parameters (namely the mean and the standard deviation) for the 3 categories of peaks were computed for each DNA amount at the 3 injection times for every locus. Dropout rates and the rate of occurrence of stutter were also computed at each DNA amount at the 3 injection times for every locus.

A Monte Carlo approach is used by NOClt to compute the likelihood for the number of contributors. At each iteration of the Monte Carlo process, genotypes for the n contributors are picked based on the frequencies of the alleles in the frequency table. Allele frequencies from the Caucasian population specified
in the AmpF/str® Identifiler® Plus manual were used [10]. A mixture ratio is picked at random - all mixture ratios are assumed to occur with equal probability. Modeling of the dropout frequencies, the log of the means and standard deviations of stutter ratios and means and standard deviations of true peak heights was carried out using the following distributions: exponentially decreasing curve (\( y = ae^{-bx} \)), exponentially decreasing curve (\( \log(y) = ae^{bx} + c \)) and a line with a positive slope (\( y = mx \)) respectively. Curve fitting was done using MATLAB® (2011b, The Mathworks, Natick, Massachusetts, USA). For every allele in the genotype of the contributors, dropout of the allele is simulated by a Bernoulli trial. Based on the evidence observed, the likelihood of observing the heights of the peaks is then computed using the calibration data. The average of the values computed is the likelihood of observing the evidence at a locus, given \( n \) contributors. The likelihood values at all the loci are multiplied with each other to give the overall likelihood for an \( n \). The \( n \) that results in the highest likelihood is the number of contributors most supported by the evidence as calculated by NOCIt.

To test the performance of the software, NOCIt was run on 1, 2 and 3 person mixtures. The performance of NOCIt was compared with the Maximum Allele Count (MAC) and the Maximum Likelihood Estimator (MLE) methods. MAC uses the number of peaks observed in the signal to determine the number of contributors while MLE uses the number of peaks as well as the allele calls of the peaks [7]. Both the methods depend upon the establishment of a threshold to determine the set of true peaks. NOCIt, on the other hand, does not depend upon the setting of a threshold and works on the entire electropherogram obtained. Two types of thresholds were used for MAC and MLE for comparison purposes. The first threshold was a constant threshold of 50 RFU at all the loci. The second threshold is a variable threshold, set as the height of the highest noise peak observed in the calibration data at a particular DNA amount, dye color and time of injection. The stutter filter specified by Applied Biosystems in the AmpF/str® Identifiler® Plus manual [10] was used to filter out the stutter peaks at each locus while applying the MAC and MLE methods.

**Results**

NOCIt resulted in a higher accuracy (i.e. (most likely NOC/actual NOC) \times 100\% ) than the other methods at every target at all injections. As the signal-noise ratio increased with an increase in the injection time, so did the accuracy of MAC and MLE. The performance of NOCIt was unaffected by changes in the time of injection. The accuracy of all the 3 methods increased with an increase in DNA mass. Both the MLE and MAC resulted in accuracies < 80 % when the template level was < 0.25 ng. In contrast, the accuracy obtained with NOCIt was < 80 % at targets < 0.047 ng. The higher accuracy of NOCIt compared to MAC and MLE suggests that using the entire signal obtained, instead of applying a threshold and subsequently losing information, gives a better estimate about the number of contributors. Even in the instances where NOCIt failed to identify the correct number of contributors, it identified the region in which the number is most likely to lie, which can be useful in the case of complex and/or low template samples.
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